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1
Introduction
This paper proposes to resolve the following ENs.

Editor's note:
The reordering procedure on the receiving side is FFS.

Editor's note:
The use of sequence number in the reordering procedure is FFS.
Editor's note:
the impact of reordering procedure on QoS is FFS (e.g. on different traffic classes
Editor's note:
The TFCP handling in the PDU session modification procedure is FFS.
Additionally, in TR 23.793, some solutions proposed to have additional header(s) for the PDU session data between the UE and UPF (solution 3 TFCP tunnel, Solution 1 convergence method based on GRE tunnel or MP-TCP or MP-QUIC transport, and solution 5 MPTCP PDU session), such new layer(s) create an additional tunnel via multi-access, which is unified called as convergence tunnel in the following for simple. 

The convergence tunnel will bring some benefits for the cases where redundancy steering, and/or optimization of switching procedure, and/or traffic splitting per packet might be needed. 

1) Increase the bandwidth and raise the utilization rate of resources:
· Taking advantage of both access resources to increase the bandwidth, especially for the unstructured PDU session. For example, in figure 1, neither 3GPP nor non-3GPP can provide sufficient bandwidth for IP flow C, so the convergence tunnel is needed.
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                             Figure 1: Increase the bandwidth

· Assurance of the QoS Flow level QoS parameter. Convergence tunnel ensures that the QoS flow level QoS parameters are not impacted by the multi-access. As defined in TS 23.501, the UE is only provided the QoS Flow level QoS parameter and the QoS rules. Taking GFBR=100Mbps as an example, when there is only one access, any traffic belonging to this QoS flow can obtain the highest 100Mbps guarantee bandwidth. But when multi-access is used, traffic splitting results in the GFBR splitting, e.g. 40Mbps GBR via 3GPP access and 60Mbps GBR via non3GPP. Without traffic splitting per packet mechanism supported by the convergence tunnel, the ongoing traffic can only obtain the highest 60Mbps or 40Mbps guarantee bandwidth, lower than the 100Mbps via one access. 
2) Load balance control: Support the Routing Ratio defined for each access. For example, the operators may want IPTV service mainly transported via fixed access, then the routing ratio for non-3GPP can be set to more than 80%, the routing ratio for 3GPP is less than 20%, see figure2. It can avoid excessive traffic flow impacting on the 3GPP access.
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Figure 2: Flexible load balance
3) Enhance the traffic switching procedure: convergence tunnel can solve the packet disordering and packet lost issues happened in the traffic switching case, see Figure 3. By using the Multi-access simultaneously, i.e. redundancy transmission during the switching execution phase, the loss ratio is decreased and the packets are reordered and duplication detected by the sequence number defined in the convergence tunnel. Especially, in ATSSS, traffic switching based on the link performance measurement results in higher frequency the traffic switching happens than before. Therefore, the disordering and packet lost issues shall be solved to raise the user experience.     
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Figure 3: Optimization of traffic switching 

4) Redundancy steering: The same packets are transported in convergence tunnel via both accesses simultaneously. Especially, it is applicable for the lower loss ratio service. 
5) Link performance measurement per QoS flow: The sequence number defined in the convergence tunnel can be used to calculate the RTT, jitter or the loss ratio per QoS flow. It may not bring in additional measurement traffic and be more accurate than the link performance measurement per PDU session, which cannot show the real link performance for the different QFI with different QCI handling in RAN side. Please find more in pCRS2-18xxx.
Based on the above discussion, it is proposed to agree the convergence tunnel established over MA-PDU session to support the traffic splitting per packet, traffic switching, the redundancy steering, or link performance measurement per QoS flow.
If it is OK, then solution comparing (solution 3 TFCP tunnel, Solution 1 convergence method based on GRE tunnel or MP-TCP or MP-QUIC transport, and solution 5 MPTCP PDU session) will be done for the next time. 
2
Proposal 

It is proposed to agree the following P-CR to TR 23.793.
********************* start of changes ****************
6.3.1.3
ATSSS Traffic Control function description

The ATSSS Traffic Control function contains the following functionality:

-
Traffic Distribution function: Distribute traffic onto the appropriate 3GPP or non-3GPP access path.


The Traffic Distribution function forwards the traffic either over the 3GPP or non-3GPP access or both. It determines which path may be used for an incoming packet given traffic distribution based on the ATSSS rules and the state of the network. More specifically, the ATSSS rules are from the SMF as defined in clause 6.3.1.2, the performance of each access path is reported by the Path Performance measurement function.

-
Traffic Recombination function: Recombine traffic flows received from the 3GPP and non3GPP access.


The Traffic Recombination function receives the traffic from both 3GPP and non-3GPP access. This function provides reordering of potential out of order packets based on the sequence number in the TFCP layer. The sequence number defined in TFCP header includes single, double or triple series numbers A, B-A or C-B-A. The number A shows the sequence number per PDU session, per QoS flow, or per traffic flow. The optional number B distinguishes the packets belonging to the different traffic flow. The number C shows the sequence number per access if the detection of access level data loss is necessary.
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Figure 6.3.1.3-1: The usage of the sequence number in TFCP header




The Traffic Recombination function sets a buffer memory for the TFCP traffic flow. The length of the buffer is implementation specific. The received packets belong to the same TFCP traffic flow shall be reordered in the buffer based on the sequence number carried in the TFCP header. If a timer T (implementation dependent, e.g. related with the Max{RTT-3GPP access, RTT-non3GPP access}) elapses before the packet is received, this packet is treated as lost. If the received packet sequence number is smaller than the smallest sequence number stored in the buffer, or there is packet with the same sequence number already existing in the buffer, the latter received packet is treated as the replicated and discarded.

In the buffer, the maximum reordering time is equal to the timer T, i.e. the received packet waits time T for the former missing ones before outputted from the buffer. The Traffic Recombination function ensures that the packet transmission time (RTT/2) plus maximum reordering time T satisfies the Packet Delay Budget defined in the QoS. For the bandwidth, especially for the high latency and high bandwidth non-GBR/GBR service (e.g. video, TCP-based flows as defined in TS 23.501 Table 5.7.4-1), transmission via both accesses can achieve more bandwidth with the proper algorithm (NOTE 1).
NOTE 1: For example, the UE or the UPF may trigger the traffic splitting per packet for non-GBR service when the RTT on both accesses are on the same level, e.g. RTT1 for 3GPP is 20ms, RTT2 for non-3GPP is 25ms. The sender may gradually increase the bandwidth on each access until the RTT for this access is impacted or close to the latency threshold, e.g. 100Mbps with RTT1=20ms for 3GPP access, 200Mbps with RTT2=25ms for non-3GPP access, then keeping the routing ratio 3GPP:non-3GPP =1:2 to obtain 300Mbps with RTT=25ms.
-
Path Performance measurement function: Monitor the performance of the available path and report this information to the Traffic Distribution function.


The Path Performance Measurement function provides input to the Traffic Distribution function about the path performance information. The path performance is notified via control plane by the traffic usage report. The path performance may be measured by bandwidth, loss rate or/and latency.

-
TFCP Encapsulation/Decapsulation function: Encapsulate/Decapsulate the TFCP header.


The TFCP Encapsulation/Decapsulation function adds or removes the TFCP header for the PDU session data. The TFCP layer may be subjected to per PDU session QoS flow, or per Packet Filter according to the different requirement. The TFCP tunnel is added when the multi-access for the PDU session is established (NOTE 2, NOTE 3). According to sequence of packets received from the upper layer, the packet Encapsulation function set the sequence number in the TFCP header.
NOTE 2:
For the ongoing traffic, when the TFCP tunnel is added later, the End Marker packet can be used to distinguish the former packets without the TFCP header and the latter packets with the TFCP header . When the TFCP tunnel is removed, the End Marker can still be used to distinguish the former packets with TFCP header and the latter packets without TFCP header.
NOTE 3:
If the TFCP tunnel is needed for single-access PDU session in future, such as detecting the link performance, this solution can also support the TFCP tunnel established at the very beginning of the PDU session establishment procedure.
********************* Next change ****************
6.3.4
PDU Session Modification procedure

This procedure can be used in the following scenarios:

-
UE or network requested traffic steering in 3GPP or non-3GPP access;

-
UE or network requested traffic switching from 3GPP to non-3GPP access and vice versa;

-
UE or network requested traffic splitting in 3GPP and non-3GPP access.
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Figure 6.3.4-1: Multi-Access PDU Session Modification procedure
1a.
(UE requested modification) This procedure may be triggered by UE transmission of a PDU Session Modification Request message to the AMF. The UE sends the Packet Filters, Operation, requested QoS, and the requested access type(s). The requested access type indicates 3GPP access or non-3GPP access or both accesses.

UE may send the PDU Session Modification Request message via 3GPP access or non-3GPP access. For traffic steering/switching/splitting, the UE may include Packet Filters targeting in 3GPP access or/and Packet Filters targeting in non-3GPP access in one PDU session modification request message. If the UE decided to initiate the TFCP encapsulation for the following cases, the UE indicates the TFCP tunnel subjected to per QoS flow or per Packet Filter by sending the TFCP indication binding with the QFI or Packet Filters.

· Steering: when the loss ratio is higher in one access, redundancy steering can be applied. The requested access type sent in the ATSSS rule includes 3GPP and non-3GPP with the routing factors 100% on both sides. The convergence TFCP tunnel is established to support the packet reordering and the replication packet elimination. 

· Switching: when the link performance via the current access is deteriorated, the traffic should be moved to the other access. The packets are replicated via both accesses during the traffic switching execution phase in order to lower the transmission delay and the loss ratio. The temporary convergence TFCP tunnel is used to perform the packet reordering and the replication packet elimination in the traffic switching execution phase. 

· Splitting: when only one access cannot satisfy the bandwidth requirement, the traffic splitting per packet is initiated. The convergence TFCP tunnel can provide sufficient resource taking advantage on both accesses.

1b. (Network requested modification) The PCF performs a Session Management Policy Modification procedure to notify the SMF about the ATSSS policy. This may be triggered by the update of ATSSS policy or upon AF requests. If the SMF decided to initiate the TFCP encapsulation based on the ATSSS policy or the similar cases as defined in 1a, the SMF indicates the TFCP indication binding with the QFI or Packet Filters in the PDU session Modification Command message.
2. (UE requested modification) The SMF notifies the PCF about the requested or updated Routing information. The PCF authorizes the Routing information, generates PCC rule including the ATSSS policy and send it to the SMF.

3a-3b. (UE requested modification) The SMF acknowledges the authorized QoS rule including the ATSSS rule by sending the N1 SM container to the UE. The Packet Filters, Authorized QoS, Authorized access type(s) are included in the Authorized QoS rule.


If there are QoS profile(s) updated for the other access, the SMF sends the updated N2 SM information (PDU Session ID, QFI(s), QoS Profile(s)) to NG-RAN or N3IWF via Namf_Communication_N1N2MessageTransfer message.

3c-3d.
(Network requested modification) The SMF generates QoS rules including the ATSSS rules based on the ATSSS policy received from the PCF. The SMF may invoke two N1N2MessageTransfer for traffic in each access separately. The QoS rules are included in one Namf_Communication_N1N2MessageTransfer message via one access.
4a.
The AMF sends N2 Session Request to the NG-RAN, including the PDU session modification command message if received from SMF and N2 SM information containers for 3GPP access.

4b.
The AMF sends N2 Session Request to the N3IWF, including the PDU session modification command message if received from SMF and N2 SM information containers for non-3GPP access.

5a-5b.
The NG-RAN or N3IWF forwards the PDU session Modification Command to the UE, including the Authorized QoS rules. For non-3GPP access, there may be IPSec update procedures as defined in TS 23.502 [6] clause 4.12.6 steps from 4a to 4d. If the TFCP tunnel is requested by UE in step1a, the TFCP indication with the binding QoS flow Info or Packet Filter included in the PDU session Modification Command message indicates the successful establishment of the TFCP tunnel.
6.
The NG-RAN or/and N3IWF may acknowledge N2 PDU Session Request by sending a N2 PDU Session Response to the AMF.

7.
The AMF forwards the N2 SM information to the SMF.

8
The UE acknowledges the PDU Session Modification Command by sending a NAS message (PDU Session ID, N1 SM container (PDU Session Modification Command Ack)) message. For network requested modification procedure, the UE includes the acknowledgement of the QoS rule including the ATSSS rule and the establishment of the TFCP tunnel in this step.
9-11.
The same as the existing procedures described in TS 23.502 [6] clause 4.3.3. If the TFCP tunnel is established, the SMF indicates the TFCP tunnel applicable for per QoS flow or per Packet Filter in step 11 to the UPF.
****************** Next change**********************
6.3.5
Solution evaluation

6.3.5.1
Impacts on existing entities and interfaces

TFCP part of the solution has impact on both UE and UPF. It increases the whole packet size transported by TFCP with addition of the TFCP Tunnel Info to each packet header. In order to minimize the impact on user plane performance, the TFCP layer could be added per packet filter, per QoS flow or per PDU session dynamically when it is needed. This may impact the performance of the User Plane. 
6.3.5.2
Evaluation on the usage of TFCP tunnel
The advantage of the TFCP tunnel includes the following aspects: 

1) Increase the bandwidth and raise the utilization rate of resources:
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TFCP tunnel could take advantage of both access resources to increase the bandwidth, see Figure 6.3.5.2-1.
Figure 6.3.5.2-1: Increase the bandwidth
· Assurance of the QoS Flow level QoS parameter. TFCP tunnel ensures the QoS flow level QoS parameters are not impacted by the multi-access. 

2) Load balance control: TFCP tunnel supports the Routing Ratio defined for each access. It can avoid excessive traffic flow impacting on the 3GPP access or non3GPP access, see Figure 6.3.5.2-2.
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Figure 6.3.5.2-2: Flexible load balance

3) Enhance the traffic switching procedure: TFCP tunnel can solve the packet disordering and packet lost issues happened in the traffic switching case, see Figure 3. By using the Multi-access simultaneously, i.e. redundancy transmission in the TFCP tunnel during the switching execution phase, the loss ratio is decreased and the packets are reordered and duplication detected by the sequence number defined in the TFCP tunnel. 
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Figure 6.3.5.2-3: Optimization of traffic switching 

4) Redundancy steering: The same packets are transported in TFCP tunnel via both accesses simultaneously. Especially, it is applicable for URLLC services. 
5) Link performance measurement per QoS flow: The sequence number defined in the TFCP header can be used to calculate the RTT, jitter or loss ratio per QoS flow. 
****************** Next change**********************
x.1
Interim Conclusions 

The following list summarizes the interim conclusions regarding the support of ATSSS:

-
The additional header encapsulation (e.g. TFCP header, GRE/UDP/IP header, MPTCP/TCP/IP,QUIC/UDP/IP header) for MA-PDU session between UE and UPF is needed to support the traffic splitting per packet, traffic switching, redundancy steering, or link performance measurement per QoS flow.
****************** End of changes**********************
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